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Automatic Extraction of Nursing Tasks from
Online Job Vacancies



Overview
• Marching order
• Nursing tasks from vacancies
• Dealing with thousands of vacancies – Text Mining
• Text Mining: the nuts and bolts
• Our data
• Results
• Why challenging
• Limitations
• Future Work and… we need your help!
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Marching order

• Extract nursing tasks from 
vacancies

• Is it even possible?

tasks
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• Since Vacancies may contain job task information
So it is possible to extract job tasks.

• Extraction can be done manually

Enough for hundreds of vacancies
For thousands of vacancies, increase the number of manual 

coders.

But how about for millions of vacancies?

• Still more manual coders? However reliability can become 
an issue. Cost of hiring? Cost of using resources? Time 
constraints?… In other words manual coding is 
expensive and slow.
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Text Mining to the rescue
• Manually code a few hundred vacancies by sorting sentences 

(or phrases) into task or non-task categories.

• Use a text mining technique, specifically text classification, to 
train (or create) a classifier that can automatically classify 
sentences in a vacancy into task or non-task categories

• Ask an expert if the model is unsure about to which category a 
specific sentence should be assigned to.
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Job vacancies posted online

Nursing vacancies

Expert labelled

Step 1: Identify nursing vacancies.
Step 2: Pick a number of vacancies and 
classify the sentences into either task or 
non-task categories.
Step 3: Train a text classifier using the 
labelled vacancies.
Step 4: Use the model to label the unlabeled 
vacancies.
Step 5: Check the confidence of 
classification and if low then call expert to 
decide on the appropriate label. Retrain.

Classification Model

unlabelled

Sentence Classific
ation

Confiden
ce

V1S1 task .9

V1S2 task .5

V2S1 non-task .6

Oracle

Evaluation
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Classify V1S2
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vacancy

Sentence 1
Sentence 2
Sentence 3
…
Sentence n Raw frequencies

Features

Se
nt

en
ce

s

Consider a single vacancy

Preprocessing

Sentence Segmentation

Naïve Bayes
Features

Se
nt

en
ce

sRandom 
Forest

Support Vector 
Machines

Aggregate
Final 

aggregated 
classification 

with confidence

 Representation = feature + classifier
 Scoring
 Optimization

Transformation
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Words are used as 
features

Dimensionality reduction
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Preprocessing

Sentence Segmentation Transformation
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Our data
• 14000 vacancies (from Monster)
• 6000 nursing vacancies (about 40%), 180000 sentences
• Initial training data: 

• approx. 2000 labelled sentences
• Feature size is 13000 (vocabulary)
• Only 7% are task sentences (i.e. less than 150 sentences)

• We obtained additional 2000 task sentences
• Model performance: highest precision is .80

• Since there are many redundant task sentences we clustered the 
sentences and obtained 90 clusters
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Results
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Trained using 
SVM
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Output
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Why Text Mining works
• Word and word combinations provide a sufficient 

representation for this task
• We can even identify task words (e.g. aufgaben, pflege)
• Leverage big data and big data tools
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Why this is challenging?
• It is costly to obtain labelled data
• More non-task compared to task sentences (unbalanced data)
• Needs validation: are the extracted tasks useful from the point 

of view of job holders, experts and for other applications (e.g. 
job analysis)
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Limitations of our approach
• Does not take into account the order of sentences in a vacancy.
• We need more data (specifically labelled data).
• The model is specific to the German language. Though the 

tasks can be translated to English or we can easily adapt the 
analysis pipeline to other languages.

Pro-Nursing Symposium (Bonn, Germany) 13June 24, 2016



Future Work and Possible help
• Collect additional data. Do you have data to share?
• Help from experts. Are you familiar with the nursing profession? Help 

us in the labeling or be an oracle and participate in our surveys.

• Try other analytical methods such as sequence labeling.
• Fine tune parameters using other evaluation metrics.
• Try semi-supervised learning
• Improved the active learning approach
• Choose a different representation that does not rely too much on 

labelled data
• Crowd-sourcing
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Key takeaways
• Text mining works given an abundance of data, good 

representation and quality of labelled data.
• Expert plays an important role (e.g. active learning)
• Random Projection and tf-idf scoring work well for 

dimensionality reduction
• Combining classifiers is better than just adopting a specific 

classification technique.
• Validation is important for text mining results.
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